ambient temperature. Furthermore, even if ambient temperature were sightly significant,
it would not interfere with the analysis of the experiment since its effect would be

distributed across the design. 1t would contribute to the lack of fit error.

In closing we would want to point out some of the dangers of using an experimental
design and blindly running an automatic fitting of the response. This often will lead to
terms in the response which may not be important. We recommend that the user manually
use sequentia forward selection and backward elimination steps keeping an eye on the
adjusted R? value. If for agiven forward selection the adjusted R? goes up only very
dightly and the term does not seem to be physically feasible we would tend to go without
that term. One has to remember that, in general, one does not have a great excess of data
in analyzing an experimental design so it isrelatively easy for aterm to seem important by
chance alone. If one had alarge amount of data (>50 points) then this precaution need
not be made. Running the EED/ER package in simulation will demonstrate our point very

strongly.

7. Quick Guide and Tutorial

7.1 Important Reminder

Essential Regression and Essential Experimental Design are compiled Microsoft Excel®
Macros (Add-ins). In other words, Microsoft Excel is needed to run them. They were
developed for Microsoft Excel Versions 5.0c and later. We recommend using Microsoft
Excel 7.0 for Windows 95 or Excel 97 (Version 8.0). It has not been tested for versions
of Excel beyond 97. We cannot guarantee it will work on newer versions. We will try and

upgrade the software if necessary when later versions of Excel arrive.
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7.2 Installation

Essential Experimental Design and Essential Regression come on a3.5”" disk. To install

the software, run setup.exe on the disk.

Insert the disk in your diskette drive. In Windows 3.x, if the disk drive is named drive A,
start the File Manager and activate the file list for drive A. You can either double-click
the setup.exe file in the file list (Windows 3.x) or select File, Run, and then type
“setup.exe”. In Windows 95, you can either double-click the “My computer’ icon, then
do the same with the ““3 %2 Floppy [A:]”" icon and then double-click the *““setup.exe” file,

or you click on the Start button, select Run and type “a:\setup.exe”.

By default, setup.exe will install the program filesto “ C:\eregress’. Y ou can choose a
different destination if you prefer. Setup will aso install a program group “Essential

Regression” in the start menu (Windows 95) or the Program Manager (Windows 3.x).

Note: Setup.exe will not install the datafile er_test.xls which is also on the program
diskette. Please copy this file manually from the diskette to the directory in which you
installed Essential Regression (C:\eregress by default).

7.3 Loading Essential Regression into MS Excel

From within MS Excel

In Excel, with at least one empty workbook open, select the File,Open menu. Locate
ER22.xlain c:\eregress (or the directory you installed the program into) and open it. This
will start the Add-In and, after an introductory screen, add a new Regress menu to the
Excel main menu bar between the File and View menus.

From outside MS Excel

In Windows 95, select Start = Programs = Essential Regression - Essential
Regression. In Windows 3.x, double-click the Essential Regression Icon in the Essential

Regression Program Group.
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Like any other Excel file, Essential Regression (ER22.xla) can also be opened directly in
the File Manager (Windows 3.x) or Explorer (Windows 95) .

MS Excel will start up (or ssimply become the active application if it was started up
before), and, after the introductory screens, a new Regress menu will be added to the

Excal main menu bar between the File and View menus.

7.4 Performing a Regression Analysis using the ER_Test Data

Note: Paragraphs in italics are meant only to point to additional features of Essential
Regression. You are not supposed to execute them. However, if you do so, your screen
could look different from what is given in the text and you should go back to the point

before you ““took the detour™.

Open the Excel workbook “er_test.xIS” which you should find in the Essential Regression
program directory (provided you copied it from the program diskette, see chapter
“Installation”). On the “data’ worksheet, this workbook contains a small data set. The
regressor variables X1 and X2 and the response, Y, are arranged in columns, the
observations are arranged in rows. Any data table to be analyzed with Essential
Regression should be arranged like this. The “A” column contains the index number of
each observation. In columns “B” and “C”, you'll find the effects or x variables. Column

“D” contains the response or Y variable.
Cell “B1” ishighlighted in red. It is the leftmost cell in the header row of the range with
useful data (not counting the index column). We call it the “pivot cell” of the datatable.

Please sdlect this cdll.

Note: It is important to select the pivot cell in a data table before launching

Essential Regression!

132



In the Regress menu, select Multiple Regression. Thiswill activate the Multiple

Regression Input Dialog.

To select the response variable, click the “down arrow” in the Response (Y) drop-down
list box. The list box should show the variables. Select the“Y” variable as the response.

Now focus on the two “ Select Factors” windows in the dialog box. To select factors or
input variables, add “X1” and “X2" from the list in the left window to the right window by
using the “>" button between the windows. Do not add the response or y variable to the
right window. If this happens, you can remove it using the “<” button.

Go to the “Type of Regression” drop-down box and select “Full Quadratic” from the list.

Do not change the remaining options. The dialog box should now look like this:

Multiple Regression Input I
Responze [1] Select Factars
' - 1 - kA =
l —! R “‘J ‘Ll e _J
Type of Rearezsion e ]
Error ;l
RN |
¥ Transform
iNDne __:j ;I ;i

V¥ Regress Intercept?

Coefficientz Confidence Intervalz
’V Help wrMents

B 2 "ILI Exit

Click * >>Next>>". This opens the “Multiple Regression” Main Dialog.

In the upper left quadrant of the “Multiple Regression” Main Dialog you'll find the “ Select
Term” window with alist of al possible termsin the model based on the “Full quadratic”
model selected in the previous dialog: linear, squared, and interaction terms. Note that
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Essential Regression creates this list for you automatically. Using the arrow buttons,

model terms can be added or deleted from the model after selecting them in the

corresponding window. The terms currently in the model are listed in the “ Current Model”

Window. Note that any subset of the regression model selected in the previous dialog

under “Type of Regression” can be created.

Select “X1” inthe*Select Term” window and click the “>" button. Repeat this with

“X2". This creates alinear model with these two terms. To perform the regression, click

the “Regress’ button to the right of the “Current Model” window. This executes the

regression analysis and the dialog should now ook like this:

Multiple Rearession
— Impuk — AukoRegress —
Select Term (5 Tokal) Current Madel (2 Terms)
AukaFit I Fit &l
Outlier... all Transforms
®1*ad
K1¥uz {I ﬂphs_ =Forward = | =
e
H2TRE Make LS | | oy signif 0.1 —_—I:
Y Trans
<Back. Eliminatic-n<| < |
| nere =1t s o.0s ii
— Cukpuk
Summary Previous AMOYA - 49 Tokal Data Points
Rz 0,954 Saurce 55 559, M5 F F Signif df <Back<
R2 adjusted 0.584 Regression | 10116.00 | o8 SoSg.001 | 1431968 | 3.75ledz | 2
Standard Error | 1,879 Residual 162.4813 | 2 3.532203 46 | Help
FRESS 183.63 LoFEror | 1053983 | 1 (e5) 4.053801 | 1420130 | o212z | 26 :
R2 Prediction 962 Pure Error | S7.08250 | 1 (35 2.854125 20 Print
Durbintiéatsond | 1.874 Total 0z7E.48 | 100 48
Autocorrelation 0.03102
Collinearity 0,975
oy 3,271 Y= b0+ b1 + b272
Precision Index 120,71
Term Coefficient Std Error k Skatiskic Significance YIF
Constant [ 2579 0,653 41.00 7.276e-35
%1 3,990 009319 42,61 1.03%e-35 1025300
wr 20,60 0,875 24,949 2,107e-25 1025300

The “Multiple Regression” Main Dialog displays most of the results needed to evaluate a

regression model instantly. In the “Output” area, the “Summary”, “ANOVA”, and

regression coefficients or “Term” window show the parameters needed to assess the
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quality of the selected model. For example, you can see that the coefficient of
determination R? for the linear model is .984, the adjusted R?is .984, and the so-called R
for prediction, estimating the prediction accuracy of the model, is .982. In the ANOVA

table, the F-value is high (1432), and the F-significance is very low (3.75e-42), indicating a

highly significant regression model.

What if you want to evaluate other models based on the selected variables “X 1" and

“X2"?How does the full quadratic model compare to the linear model ?

Select the first term in the “ Select term” window and click the “>" button repeatedly until

all the 5 possible terms are in the model. Note that the “Output” areais cleared when

doing that. Now click on “Regress’ again. The dialog should look like this:

Multiple Regression

— Impuk
Select Term (5 Tokal)

Current Madel (S Terms)

¥l

X2
K1*EL
K1¥uz

<

K1*EL
K1*uz
HE¥RZ

— AukoRegress —
AukaFit Fit Al
Outligt. .. all Transfarms
ﬂnhs_ =Forward> | ==
Make LS Crit Signif 0.1 —_—I:
¥ Trans

<Eack Elinmination < | e |

| wone =] e Signif

oo =

— Cukpuk

Summary Previous AMOYA - 49 Tokal Data Points
Rz 0,959 Saurce 55 559, M5 F F Signif df <Back<
RZ adjusted 0367 Regression | 1016257 | 99 2032515 | 754.0187 | L.064e40 | 5
Standard Error | 1.642 Residual 1159098 | 1 2.695575 43 Help
PRESS 148,06 LOF Error | 58.82726 1 (513 2857707 | 0.898144 | o.eozavl | 23
Rz Prediction 0.956 Pure Error | 57.08250 1 (493 2.654125 20 Print
Durbintiéatsond | 2.036 Total 10z7E.48 | 100 48
Autocorrelation -0.03534 i
Collinearity 0.000250
oy 2,814 ¥ = b0+ h17H1 + B27H2 + h3TK17K1 + bd™X1782 + he52m2
Precision Index 86.75

Term Coefficient Std Error k Skatiskic Significance YIF
Canstant 25,57 1.085 23.56 3.7968-26
%1 5,304 0,357 14,67 1.476e-16 19.68504
%z 17.29 3,208 5,390 2,796e-05 20,33866
w1*L 0,145 0.03532 -4,101 0,000179 16,5199
n1*2 0,07454 0.281 0,265 0,792 10,93036
HERLE 2,747 3,168 0,861 0,394 21.06522

These are the results for the full quadratic model. Y ou can see that all three R? parameters

have improved. This can be checked easily by clicking the “Previous’ button. The

“Previous model summary” is displayed:
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Previous Model Summary i

Ra 0.934

F2adi 0984

Std Error 1.879

PRESS 18365
F2Fred 0982
Durbin-wiat d - 1.879
Autocarrelation 0.03102
Collineanty 0975

i 3.221

Preciz Index 12071

= B0+ BT + b2

However, alook at the “ANOVA” and coefficients window shows that the F-value has
decreased (from 1432 to 754), and, more obvioudly, some of the model terms have alow
significance, i.e., the probability output for the t-statistic in the coefficients window shows
numbers >0.1 (remember: the smaller the significance number in the table, the more

significant the term).

Apparently, our model contains “unnecessary” terms. How can we find out fast what is the
“best” model among the possible combinations of linear, quadratic, and interaction terms?
In Essential Regression, we have the possibility to perform forward and backward

stepwise regression based on a threshold significance which can be adjusted by the user.

You’ll find buttons for forward selection or backward elimination of model terms in the
“AutoRegress’™ area in the upper right corner of the dialog. For example, using the full
guadratic model with 5 terms, we could use the ““<<Back Elim<<”’ button now to

remove insignificant terms from the model in a stepwise fashion.

Another possibility is the use of the ““Fit All”” Button (can be used with no model terms
selected in the Main Dialog) to get a list of all possible models (31) sorted by decreasing
R? and R adjusted. If you do that, you’ll get another worksheet with a list of all possible

subsets of our 5 term quadratic model.
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However, one of the exceptional features of Essential Regression is the “AutoFit”, i.e., the
automatic selection of the “best” model using repeated forward and backward stepwise

regression until no further improvement can be detected.

Using the dialog as shown above as a starting point, press the “ AutoFit” button in the
“AutoRegress’ area (upper left corner). Note that the progressis indicated in the Excel

status bar at the bottom of the screen. After afew seconds, you should get the following

message:

Autofit Meszage

AutoFit Converged

Click “OK”, and the dialog should look like this:
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Multiple Regression
— Impuk — AukoRegress —
Select Term (5 Tokal) Current Madel (3 Terms)
i AukoFiE Fit All
%1 ;
®Z I_ %2 Outler. . All Transfarms
X1*81 K1*d1
< I ﬂnhs_ =Forward> | £
e
H2RZ Make LS | | oy signif 0.1 i—l
Y Trans
<Eack Elinmination < | e |
| nere = et signe 0.1 ii
— Cukpuk
Summary Previous I AMOYA - 49 Tokal Data Points
Rz 0,955 Saurce 55 559, M5 F F Signif df <Back<
R2 adjusted 0.588 Regression | 10159.85 | o9 3386.616 | 1284507 | 1.363e43 | 3
Standard Error | 1.624 Residual 1186346 | 1 2.636325 45 Help
PRESS 138.70 LOF Error | 6155212 1 (52} 2462085 | 0.862641 | D.e40ma | 25 :
Rz Prediction 0.957 Pure Error | 57.08250 1 (483 2.654125 20 Print
Durbintwatson d 2,062 Takal 10275.48 100 45 r——
Autocorrelation -0.04545
Collinearity 0.05337
oy 2,783 Y= bl + b1%1 + b2752 + hE=*K1
Precision Index 105.46
Term Coefficient Std Error k Skatiskic Significance YIF
Zanskant 24.89 0.732 34.00 9.6858e-34
“l 5.340 0,341 15.67 7.042e-20 15837279
we 20.43 0.714 28.64 1.571e-30 1.028682
K1%KL -0.141 0.03470 -4,073 0.000183 15.27476

The sdlected moddl contains the terms “X1”, “X2", “X1*X1", and the constant term or

intercept. Note that this model does not generally have higher R? terms than the full

quadratic model (the R? for prediction is only slightly higher), but the F-value is higher

(1284) (or, meaning the same, the “F-Significance” value is lower), indicating a more

significant model. All the model terms are highly significant, indicated by the very low

“Significance” values in the coefficients window.

If you execute the “Fit All”” option described further above, you’ll see that the model the

“AutoFit” came up with is actually not the best model available in terms of the R*-

values. However, the 3 *“*better”” models all have insignificant, i.e., redundant terms!

The “Multiple Regression” dialog allows to perform model adequacy checking. The

“outlier” button produces a list showing outliers, leverage, and influential casesin our
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database. The “Graph” button opens another dialog which shows a variety of scatter plots

useful for resdua analysis.

For example, click the “Graph” button and then “Add Trendline” in the graph dialog. It
should look like this:

j Model Adequacy Graphs [

o= b0+ b1 + h2%2 + B

<= |Graph 1 of 11 = | | Remove Trendling | Exit |

Model Adequacy

y =% -BE-13
R =[.9835
80

a0
70
B0
50

40 P
30 ’,w
20

10
a

Y Predicted

o 20 40 ; ] 80 100

This graph shows aplot of the y-values predicted by the model (“Y predicted’) vs. the
observed “Y” values and the corresponding linear trend line. As you can see, a variety of

plotsis available which can be selected with the arrow buttons.

So far we only could see the results of the regression analysis in dialog boxes. Now, we
will create a permanent Excel output worksheet. Exit the graph dialog shown above and
pressthe “Make XLS’ button in the main dialog. After afew seconds, the following
message should appear. Click “OK” and then “Exit” in the main dialog.
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Workzheet Created i

Your worksheet has been created.
Y'ou may now click Ewit for further analyziz.
The waorkboaok, must be gaved with the File-5ave

command before leaving Excel if you want to
permanently zave the regression.

After exiting the main dialog, the output sheet (“data 1) should be the active window.
Note the buttons on the left hand side in the first column. By pressing these buttons, you

can perform a series of useful actions:

-Reregress the model (goes back to the Main Dialog),

-Delete the output sheet if needed,

-Predict new responses based on new data points,

-see scatter plots similar to the ones described above for residual analysis
(“Graph”),

-evaluate a data table including residual analysis for each data point,

-go to aregression coefficients table like the one in the main dialog,

-“optimize”, i.e., find a set of inputs which gives a specific output,

-check the confidence ranges for the regression in a scatter plot,

-view the outlier table,

-print selected output ranges from the sheet,

-look at the correlation matrix (R matrix).

Finaly, the “surface” button allows you to see a 3D surface of you regression model

eguation, provided there is more than one variable in your model.

In our example, the equation we arrived at after using “ AutoFit” contained “X1” and “X2"
(as the squared term). On the output Excel sheet you just created, press the “ Surfaces’
button. In the next message box, click “OK”:
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Contour Plot Input

Pleaze Select First Coutour Plot Y ariable

The next dialog shows a list of the available variablesto plot. In our case, thereis only one

3D plot possible: the reponse (“Y™) vs. “X1” and “X2".

Pick Contour FPlot Terms I

v 1

- Exit |

Select “X1” and click the “Pick” button. In the next message box, click “OK”.

Contour Plot Input

Fleaze Select a Different Second Coutour Plat VY ariable

Select “X2”, and click the “Pick” button again. Essential Regression creates the surface

plot, and you should see the following graph on your worksheet:
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@ 80.0-100.0
E 60.0-80.0
@ 40.0-60.0
O 20.0-40.0
H 0.0-20.0

If you click the “Contour” button above the graph, you get the 2D representation of the
surface, a contour plot. The “Contour” button changesto a*“3d” button. Pressing it brings

back a surface plot.

& 80.0-100.0
E 60.0-80.0
@ 40.0-60.0
O 20.0-40.0
H 0.0-20.0

Y ou can rotate the graphs by using the “<” and “>” keys. Also, you can increase or
decrease the number of levels by clicking “+” or “-*, respectively. In our example, we have

used the “+” key afew times to bring out more colors.

If your model has more than 2 variables, you will find another button above the graph
area with the caption “movie”. The “movie” feature allows you to incrementally change

the value of one variable while plotting the response vs. two other variables. If you loop
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through these changes, the effect resembles an animation or movie with the surface

changing according to the value of the changed variable.

Pressing the “Back” button at any time takes you back to the starting point, i.e., the upper
left corner of the worksheet.

Make sure that you save the Excel worksheet before closing Excdl if you wish to keep the
output. Basically, this sheet generated by Essential Regression (ER) is a standard Excel
worksheet linked to ER through the added buttons.

This tutorial is intended to lead you through a relatively simple regression analysis
while emphasizing the features of Essential Regression which allow for a quick
assessment of the model. There are many more features explained in detail in the

previous chapters.

7.5 Unloading Essential Regression

In Excel smply select the Regress, Unload menu option this will close Essential

Regression and remove the Regress menu from Excel.
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7.6 Loading Essential Experimental Design into MS Excel

From within MS Excel

In Excel, with at least one empty workbook open, select the File, Open menu. Locate
EED22.xlain c:\eregress (or the directory you installed the program into) and open it.
Thiswill start the Add-in and, after an introductory screen, add a new DOE menu to the

Excal main menu bar between the File and View menus.

From outside MS Excel
In Windows 95, select Start, Programs—> Essential Regression - Essential
Experimental Design. In Windows 3.x, double-click the Essential Experimental Design

Icon in the Essential Regression Program Group.

Like any other Excdl file, Essentia Experimental Design (EED22.xla) can also be opened
directly in the File Manager (Windows 3.x) or Explorer (Windows 95) .

MS Excel will start up (or smply become the active application if it was started up
before), and, after the introductory screens, anew DOE menu will be added to the Excel

main menu bar between the File and View menus.

7.7 Creating a simple experimental design and analyzing it with
Essential Experimental Design (EED)

We assume EED is loaded and the DOE menu isvisible. First, select the Design An

Experiment option in the DOE menu. This brings up the Design an Experiment Dialog.

We are going to create a circumscribed central composite design (CCD) with 3 factors

and 4 center points to assess curvature and experimental error. Please make the

appropriate selections. The dialog should look like this before you continue:
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Deszign an Expenment I

— Input D ata
Mumber of Factors 3 @ # of Centerpoints: 4 E Mumber of Responzes 1 @
W Al Factors are Quantitative W' Show Aliasing [if applicable) W | Randomize Workzhest

— £ Level Screening

— hany Factars — Higher Besalution
" Fractional Factorial Res 3 4 Runz % Frantitnsl Factars| Hesd 5 Runz
™ Placket - Burman 12 Runz ™ Fractional Factorial Fez 5 5 Runz
™ Full Factarial 5 Runz

— Responze Surface Designs
— Second Order Modelz — Central Compozite Options

% Circumszcribed [Min & Max=5tar Paints]

" Central Composite 14 Runs
e e 13 B ™ Inzcribed [Star Points outside bin & bax |

" Face Centered

Current Design (18 Runs) B |
Central Composite design for 3 Factars

Model is quadratic s i
14 model runs and 4 centerpoints Make DOE |

In the colored section at the bottom, the dialog shows that our design has 18 runs or
experiments (including the center points), and that the underlying model has quadratic

terms.

Press the “Make DOE” button. EED creates the “Aliasing” worksheets giving information
how certain effects are aliased with others, and the Factor Definition Dialog will be

displayed:
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Factor Definition |

Factor Name Urits Law Value High Y alue
F2 " : 8 -
F3 2 1
.- | < | - | El
A | § [
<Back < | ok |

Here, you can set the lows and highs for the design factors. For our purposes, smply
accept -1 and 1 as low and high settings for the design and continue with “OK”. EED will
create the “ Experiments’ worksheet and the following confirmation message will appear.

Simply press“OK” to continue:

E xperimental Design Completed

The Experimentz and &liazing sheetz have been successiully completed

In the “Experiments’ worksheet, you' Il find information about your design and the
underlying model. Let us pretend we would conduct the 18 experiments necessary to
analyze the model. In EED, we can simulate this process. In the DOE menu, select
Simulate Data. Thiswill bring up the Data Simulation Input Dialog. Accept “Resp 1" as
the response name and select the Factors F1, F2, and F3 as the model factors. Further,
let’s assume we have a linear model (you can change the model type in the “ Type of
Model” list box at the bottom of the dialog). The dialog should now look like this:
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Data Simulation Input |

Fesponse [r] Mame iHegp_'I :_I

Select Factors

F1 F1 R
F2 F2 —'i
F3

Type of Model

Linear __V_i Cancel rrMentsr |

Press the “>>Next>>" button. Thiswill bring up the Input Model Coefficients Diaog.
Sdect “F1” (factor 1) in the window listing the “Possible Model Terms’. Then type the
value for the coefficient for factor 1 into the edit box shown below the “Initial
Coefficients’” window. The cursor should be activated in this edit box by default so that,
after selecting “F1”, you should be able to type directly. Enter “5” as the value for the

coefficient.
Repeat these steps for the factors F2 and F3 using “10” and “-15" as coefficients. After

that, enter “10" as avalue for the constant term in the model and |eave the noise standard

deviation at 1. The dialog should then look like this:
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Input Model Coefficients

~Specify Coefficients

Pozsible Model Terms Initial Coefficients

Fi = E =
M

j -] <]
T change a coefficient clhck it and twpe in its new value below
F3 |-15
~Other Info
Constant |'I n
Moize Standard Dewviation |'I

Cancel |

b ake Diata

This concludes the model definition. What we have done isto simulate a linear regression

mode as the basis for our experimental design. Pressthe “Make Data” button, and EED

will calculate “responses’ for each experiment on the “Experiments’ worksheet. Note that

the data table now contains data in the response column.

Let’s pretend we do not know the exact model equation which we just have used to

calculate our data. The next step will be a multiple regression to come up with a model

which describes our data best.

To perform this task, select Analyze Design in the DOE menu (the “ Experiments’

worksheet should be the active sheet when doing this). Thiswill launch Essential

Regression in “EED mode’, and a Multiple Regression Input Dialog different from the

one shown in Chapter 7.4 will come up:
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Multiple Regression Input I

Rezponze 1]
iFI ezp_1 __T_i
# Transform
iN ane ;i
~Coefficientz Confidence Intervals- Help I
= A 3
# 15 saMexts> i

By default, this dialog selects “Resp_1" as the column of the data table containing the
response. Accept the defaults and click “>>Next>>". This will bring up the Multiple
Regression Main Dialog (see Chapter 7.4). At this point, ssimply click the “ AutoFit” button
and have Essential Regression find the best model. The outcome depends on the data you
simulated as described previoudly. The random error or noise term we introduced can lead
to different results as far as the optimized model is concerned. However, the model you
end up with should contain F1, F2, and F3 as highly significant factors and possibly

another, higher order term with less significance.

You could click the “Fit all”” button in the Multiple Regression Main Dialog and find out
which model is the “best”, based on R? and R? adjusted. If you limit the number of
factors to 4, this should not take unreasonably long.

Also, note that you are now in Essential Regression (ER). You can use all the features of

ER including 3D- graphing. Since you have 3 variables, you can use the “movie’ feature

in the surface plot area of the output sheet (described in chapter 7.4).

7.8 Unloading Essential Experimental Design

In Excel smply select the DOE, Unload menu option this will close Essentia

Experimental Design and remove the DOE menu from Excel.
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8. Literature

This book was meant as a supplement to the Essential Regression and Essential
Experimental Design Add-Ins. We put in as much information about Linear Regression
and DOE as we thought was reasonable to enable any user of this software to perform a
meaningful analysis. We are aware that,by doing so, we had to cut corners here and there
and sometimes even leave out topics which, in the eyes of areally serious reader (or a
statistician), should have been discussed.

For people interested in the fundamentals and the mathematical details, we recommend
studying some of the following publications. We, not being statisticians by trade,
necessarily had to distill much of the information presented in these literature references
into this book and, hopefully did not make too many mistakes in doing so. We think
everybody applying statistics on aregular basis should peruse some of the books listed
below:

Douglas C. Montgomery and Elizabeth A. Peck, “Introduction to Linear Regression
Anaysis’, 2" Ed. 1992, John Wiley & Sons, Inc., New York, NY (ISBN 0-471-53387-4).

Raymond H. Myers, Douglas C. Montgomery, “Response Surface Methodol ogy, 1995,
John Wiley & Sons, Inc., New York, NY (ISBN 0-471-58100-3).

Douglas C. Montgomery, “Design and Analysis of Experiments’, 3“ Ed., 1991, John
Wiley & Sons, ew York, NY (ISBN 0-471-52000-4).

Lyman Ott, “An Introduction to Statistical Methods and Data Analysis’, 3 Ed. 1988,
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